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Abstract  

This paper analyzes the possibilities of automatic image 
creation based on sketches submitted by a user, utilizing 
a generative adversarial neural network. It also discusses 
the philosophical perspective of computational creativity 
that is exhibited by this type of system. Furthermore, it 
is outlined how this coach system could be changed into 
a co-creative colleague. 

 Introduction 

In human history, humans seem to always have had new 
ideas and concepts in their minds. They changed and shaped 
the world around them, guided by their imagination of what 
possibilities lie ahead. A central part in the creation and ex-
ecution of these ideas is the concept of creativity, that hu-
mans inherently possess. This level of creativity they exhibit 
is widely thought to be unmatched (Boden, 2007). 
 In recent years and decades, humans have tried to teach 
creativity to computer systems, tried to emulate this inherent 
characteristic of human intelligence with artificial intelli-
gence systems (Boden, 1998). One kind of these systems is 
the technology of generative adversarial neural networks, 
who can generate images after being trained on thousands 
or even millions of examples of the same type, in order to 
learn how such a generation works instinctively, without 
fixed rules that humans need to specify. 
 In this paper, I will analyze one of these systems, 
SketchyGAN (Chen & Hays, 2018). This algorithm receives 
a sketch (preferably drawn by a human) and tries to generate 
a realistic image out of the sketch, while considering that 
human sketches represent an intention of an object, rather 
than an exact representation. 

SketchyGAN and creativity In the first part of this paper, 
SketchyGAN will be compared against similar state-of-the-
art systems. Then it will be analyzed as to how it fulfills the 
properties of an autonomous computationally creative sys-
tem, followed by a discussion of its creative limitations and 

 
1 No research in that area was published by the ICCC yet. 

an evaluation of the products and the system itself regarding 
the concept of creativity. 

Co-creative colleague version of SketchyGAN After hav-
ing discussed the system, its products and its relation to cre-
ativity, I outline how SketchyGAN could be converted into 
a computer colleague, that allows improvisation in a real-
time collaboration between a human and the system. The 
objective of this paper’s second part is to paint a detailed 
picture of what changes would need to be made in order to 
create a new version that satisfies the standards of co-crea-
tivity, rather than just acting as a coach system. This elabo-
ration includes not only concepts, but specific instructions 
for changes and suggestions for a graphical user interface 
that enables this co-creative work. 
 These ideas are not limited to SketchyGAN and possibly 
could be applied to various generative adversarial networks 
to produce computer colleague systems that provide oppor-
tunity for co-creative interactions with human users. 
 This part will be followed by a conclusion in the end.  

Related previous work 

In recent years, the advent of generative adversarial neural 
networks has sparked impressive research in the area of au-
tomatic image generation. A small part of this research fo-
cusses on generating realistic images from crude human 
sketches.1 However, most of those systems work with cate-
gory-specific sketches. This always depends on the datasets 
that were used to train the algorithms. 

Category-specific constraints 

For example, some only work on faces (Osahor et al., 2020), 
other on faces, birds and cars (Lu et al., 2018). 
 Liu et al. (2019) trained separately on shoes and chairs. 
Cross-domain applications are limited. For example, using 
a sketch of a car with a network that was trained on shoes, 
yields a result that display a mixture of the two objects. 



 Furthermore, SketchyCoco (Gao et al., 2020) recognizes 
multiple drawn objects in a sketch, categorizes them using 
pre-trained categories and places a generated image for each 
object onto a generated background, that can be indicated by 
pre-defined elements in the sketch (clouds, trees or tufts of 
grass). 
 In contrast to those systems, SketchyGan (Chen & Hays, 
2018) and MindReader (Guo at al., 2019) both do not re-
quire the user to specify a category for their sketch, how-
ever, to improve the quality of resulting images they are still 
only trained on a limited number of given categories. 

Properties of human sketches 

Another problem of sketch-to-image translation is the dis-
tortion of human sketches, which often requires a semantic 
understanding and domain-specific correction of the shapes 
into more realistic compositions. Human imagination does 
this automatically, as humans understand that sketches only 
inaccurately conceptualize the most significant parts of an 
image. But computers need to be specifically trained on this 
for a good performance on human-drawn sketches. To com-
bat this problem, Liu et al. (2019) propose a system to distort 
and simplify the automatically detected edges from object 
photos, in order to simulate human perception (and drawing 
skills) in their training data. 

Creativity research 

Artificial Intelligence as a coach system All systems that 
were discussed in this section can be classified as creative 
coach systems, as they help humans flesh out creative ideas. 
The user always provides the sketch, so they significantly 
take part in the creative process. For that reason, the systems 
cannot be counted as self-employed creative entities. 
 In some systems, the human also further defines the cate-
gory of that sketch. Then, the system generates an image2 
out of this drawing autonomously, without further input 
from the user. Therefore, those systems should be regarded 
as a coach, and not as a colleague, as there is no real-time 
interaction between human and computer. After the product 
is created, the human can then freely use it in their creative 
work, for example to aid with prototyping various different 
ideas. 

Type of creativity Boden describes three distinct types of 

creativity a creator can demonstrate (Boden, 1998): combi-

national, explorational and transformational creativity. 

 Transformational creativity happens when the concept 

space is transformed, and the system generates an artifact 

that was previously outside of the bounds of possible or ex-

pected solutions. By design, this type of creativity can 

hardly happen with a generative adversarial network since it 

strives to emulate a similar type of results as found in the 

knowledge base, especially since it is trained on one domain 

and does not have any inter-domain knowledge it could uti-

lize. 

 
2 In some cases the system directly generates multiple images, like with MindReader (Guo et al., 2019). 

 Exploratory creativity takes places when ideas are gener-

ated by exploring the concept space in a structured manner. 

This is arguably possible with artificial intelligence, but also 

difficult to achieve when the network only produces a single 

output image per input. However, modern research into ex-

ploration of the latent space (Shen et al., 2020) shows that 

generative adversarial networks have a semantic intuitive 

understanding of the images they create. This means, in their 

search for an optimal result, neural networks explore the la-

tent space of possible plausible results. This could be seen 

as a representative mapping of the relevant conceptual space 

in their domain. Therefore it could be said, that the 

SketchyGAN system demonstrates exploratory creativity, 

too. 

 Finally, combinational creativity happens when familiar 

ideas are combined in unfamiliar ways. This definitely hap-

pens with neural networks, as they inherently combine ele-

ments in a fascinating manner that humans cannot fully 

comprehend. 

SketchyGAN as an autonomous computation-

ally creative system 

In this section, I will analyze the SketchyGAN system (Chen 

& Hays, 2018) in regard to its architecture as an autonomous 

computationally creative agent, as described by Dan Ven-

tura in his instruction on how to build a computationally cre-

ative system (Ventura, 2017). 

Domain 

SketchyGAN belongs to the domain of digital art. As it 

translates basic human sketches into colored images with 

more details and textures, the human can use its output in 

their own creative process or as its own artwork. Therefore, 

the system mostly supplements an artist’s work. 

Representation 

Phenotype The phenotype in the system of SketchyGAN 

represents the produced colored image. It is represented by 

a 64x64 matrix of pixels, each with RGB color values from 

0 to 256. This digital image can then be stored as a bitmap 

file for display on a computer screen. 

Genotype The genotype has a similar format as the pheno-

type. It represents a given sketch, that the user submits to the 

system. 

However, rather than just storing the pixels RGB-values 

the genotype stores a 64x64 matrix of an unsigned Euclidian 

distance field for a sketches edge map. This improves the 

networks ability to utilize the genotypes data, as every pixel 

has some information about its nearest edge – instead of just 

a sparse number of pixels that contain the edges themselves, 

which would leave the majority of the matrix empty, mostly 

void of useful information for the network. 



The genotypes information will then be used as an input 

to generate a corresponding phenotype. During this process, 

the generative adversarial network will condense the infor-

mation from the genotype into more high-level information 

about the input sketch. This data will then be further used to 

construct the phenotype in a semantical fashion (see subsec-

tion “Translation”). 

Knowledge base 

As a knowledge base, the system SketchyGAN is using an 

augmented version of the Sketchy dataset (Sangkloy et al., 

2016), which contains pairs of human-drawn sketches and 

corresponding photographs. This dataset is divided into 125 

distinct categories, which contain a total of 75,471 sketches 

from 12,500 distinct objects. 

Chen and Hays (2018) then used image collection meth-

ods to collect 61,365 images per category, after excluding a 

few categories, that often have a human as main object. With 

these images and an edge detection algorithm to draw the 

edge maps, they converted the images to sketch-like ver-

sions of that image. 

 The generative part of the network is then trained with 

this enlarged dataset in order to learn how to convert a 

sketch into one of those images. First, mainly with the orig-

inal (human-drawn) sketch pairs and later increasingly with 

the augmented dataset, as it provides a larger number of dif-

fering training examples. This means, the system learns a 

conceptual model of the image-sketch domain in the previ-

ously selected categories, so it can understand the inherent 

simplifications humans make when they draw a simple 

sketch. 

Aesthetic 

The aesthetic of this system is inherently defined by the 

knowledge that is used to train it. When creating 

SketchyGAN, Chen & Hays (2018) did not define certain 

preferred qualities, that an image converted from a sketch 

needs to have. Instead, they chose (and augmented) the 

knowledge in such a way, that the discriminator part of the 

network can define its own qualities for the output images 

while trying to distinct between real training images and out-

put images, that the generator part produced by itself. 

 Moreover, the researchers do not know what qualities the 

network chose in order to measure the quality of a created 

image. Nevertheless, the aesthetic of the system directly cor-

relates with the knowledge base, as it has been trained with 

that data. 

Conceptualization 

The conceptualization of SketchyGAN is realized by the 

generative adversarial network. It is trained on the 

knowledge base and therefore learns the ability to generate 

phenotypes from a given genotype. 

 
3 This is an inherent property of the design of generative adversarial networks and always should be considered when choos-

ing such an architecture for an autonomous creative system. 

 The network itself has a fixed architecture, containing 

countless neurons, each of which has weights. These 

weights are constantly adjusted during the training period to 

give its network the mentioned abilities. After training is 

complete, these weights represent a conceptualization that 

was created from the knowledge base itself.  

Generation 

The generation process of a SketchyGAN is directly in-

grained with its conceptualization. The generative adversar-

ial network will be run in a cycle, where the generator part 

tries to create improved output images that seem real to the 

discriminator, and the discriminator part intents to improve 

at detecting those images and being able to distinct between 

real training images and generated ones. This cycle repeats 

until the output becomes stable and the error between the 

two systems is minimized. That means, the generator part 

can generate quite realistic images from sketches, and the 

discriminator part is good at detecting the quality of such an 

image. 

Genotypic Evaluator 

The generative adversarial network does not have a distinct 

genotypic evaluator. Genotypic evaluation does not take 

place explicitly in SketchyGAN. Instead it relies on the fact 

that the aesthetical preferences of the domain will be assim-

ilated from the knowledge base during the training process. 

Therefore, the generation process includes some form of 

genotypic evaluating and filtering. 

This form of genotypic evaluation and constrained gener-

ation does however limit the ability of the system, to fully 

explore the conceptual space of that domain.3 

Translation 

The translation process of SketchyGAN is the typical gen-

eration function of a generative adversarial network. In this 

process, the genotype is given as input data for the generator 

part of the network. 

The generator network of SketchyGAN then sends this 

information through countless neurons in seven masked re-

sidual unit blocks, utilizing three skip connections between 

the layers. In the first half of this translation, the original 

input data, which represents an image of a sketch, is com-

pressed into a smaller footprint, with the intention to create 

a higher-level representation of the data with more meaning 

than the initial pixel values. In the second half of the trans-

lation process, the more semantical information is then con-

verted back into an image of the same size, using the com-

pressed information in combination with original sketch in-

formation from skip connections to fill in the picture in a 

meaningful way that fits the aesthetic of the domain. 

Finally, the generator part of the network outputs the pro-

duced phenotype, which can be displayed as a colored image 



that should display a more realistic version of the original 

sketch. 

Phenotypic Evaluator 

The phenotypic evaluation process of SketchyGAN takes 

place in the discriminator part of its network. During the 

training process, the network learns the aesthetic of its do-

main. While the generator is trained to produce realistic im-

ages from given sketches, the discriminator learns to distin-

guish generated images from real, realistic training data of 

the knowledge base. This means, after training, the discrim-

inator can predict with a certain accuracy, if a given image 

is realistic or not, if it fits the aesthetics of the domain that 

correlate to the knowledge base. 

 Although the generator part of the network will also be 

trained in a way to satisfy those qualitative requirements, the 

output image can be checked against the discriminator to 

verify if it is recognized as a realistic representation of the 

sketch, if it fits the aesthetic requirements of the domain. 

Should it not satisfy the discriminators standards, it is pos-

sible to tweak the genotype in absolutely miniscule ways, 

until the genotype, translated into its corresponding pheno-

type passes the phenotypic evaluation. This way, it might be 

possible to implement a phenotypic evaluation and improve 

the quality of the resulting phenotype a bit more than with 

just the use of the generator part of the network after training 

is complete. 

Creative Limitations of SketchyGAN 

Social aspect of creativity 

Margaret A. Boden (1998) defines a creative idea as one that 

is novel, surprising and valuable. This definition is based on 

the social perception of human creativity is regarded as one 

of the most widely accepted in the research field of compu-

tational creativity. Therefore, the SketchyGAN system 

(Chen & Hays, 2018) will also be measured against this de-

scription. 

Novelty An idea can either be novel to its creator (classi-

cally a human, but in this case the algorithm of artificial in-

telligence) or novel in the whole known history of mankind. 

Basing the definition of creativity on the first description, 

when the idea was created by an artificial system, would be 

arguably not very useful, as it is remarkably easy to produce 

such a system, that creates ideas it in itself has never encoun-

tered before. Only because those artifacts are novel to a 

computer system, does not make them more creative. This 

description can be seen as a too broad definition of creativity 

for computationally creative systems. 

 The second option, novelty based on the history of all 

ideas that have ever been had (and documented), definitely 

represents a narrower, more specific idea of creativity. 

 
4 Note that perceived beauty or appreciation in art also count as values. A given idea does not necessarily need to serve a tan-

gibly practical value in the classical sense of usefulness in order to be creative. 

However, it is hard to imagine how SketchyGAN would ful-

fill this concept, as it is trained specifically on producing re-

alistic images from sketches. While an interesting task for 

machines, this is not a novel concept for humans, who have 

sketched and drawn for millennia. And since SketchyGAN 

is optimally trained on sketches and realistic images from 

those sketches, the better it becomes, the more difficult it is 

to create something that is novel. 

 Therefore, according to Boden’s definition, this system 

might not be considered novel and therefore not creative.  

Surprise A creative idea should also be surprising, as a pre-

defined or deterministic following of rules, that leads to pre-

dictable results, hardly counts as creative. Here, a generative 

adversarial network again has difficulties fulfilling that re-

quirement, as the network is trained to produce artifacts that 

fulfil the aesthetic of the knowledge base, imitating the style 

of the artifacts that have been used to train it. Therefore, 

most of the results of the system will be expected, if it has 

been trained well enough. 

 However, there is still potential in the system to produce 

surprising products. Especially in the results, that do not 

look like realistic images or renderings of the given sketch. 

Value An idea should also be valuable in order to count as 

creative. This aspect of creativity is highly social and hinges 

on the ideas of humans, their cultural norms, customs and 

experiences. An idea might be completely useless to one 

culture of people, while highly appreciated in another. An 

idea that is novel and surprising might be discarded as use-

less, if it does not have any perceived value.4 Then it is also 

rarely appreciated as creative by other people in the domain. 

Ignoring the problem, that an autonomous phenotypic 

evaluator has trouble representing all of this nuance while 

aiding the creation of such a system, it is also difficult to 

train a system in a way that satisfies these ideas. Using a 

generative adversarial network, this is only possible via se-

lecting the knowledge base appropriately, preferably by ex-

perts in the same domain. While it is clearly not easy to sat-

isfy this description, it is definitely possible for 

SketchyGAN to provide valuable results. 

Autonomy 

Kyle E. Jennings (2010) defines three criteria a system must 

fulfil in order to be seen as having creative autonomy. 

The first is autonomous evaluation. This means, that sys-

tem has the ability to evaluate the quality of its own crea-

tions to help itself create better artifacts. This requires a cer-

tain level of self-awareness. With the discriminator part of 

the network, this is fulfilled. 

The second part is autonomous change. This criterion is 

fulfilled, when a system can change its evaluation function 

on its own. While artificial intelligence is going into that di-

rection, neural networks can only change their weights, but 



not the way, in which they operate. That means the system 

does not have the ability to decide for itself how it wants to 

create things and does not have the creative freedom to de-

cide what to create, a property which is ingrained into the 

human understanding of creative freedom. 

The final part is non-randomness, also called aleatori-

cism. This means, that the system should not act in a com-

pletely random fashion, but rather that it should have a rea-

son for its decisions and an intent behind its own actions. 

This philosophical idea of creativity is hard to match to de-

terministic machines, especially neural networks, that oper-

ate in a manner that is opaque to human understanding. 

However, it can clearly be said, that these networks do not 

operate completely randomly, but that they instead have a 

directive they intend to follow as they try to match the 

learned aesthetic of the given domain. 

Moreover, SketchyGAN needs a (preferably human-

drawn) sketch in order to create an artifact. Therefore it 

might not be considered to create with autonomous creativ-

ity, but rather as a coach system to human creativity. 

In conclusion, the system does only have a limited 

amount of self-determination and autonomy over its creative 

process. While it is difficult to define, at what point an algo-

rithm can reflect on its decisions and process, it can arguably 

be said, that neural networks do not yet possess the capabil-

ity for that kind of advanced thinking, that humans are used 

to in their own creative processes. Therefore, the autonomy 

in decision-making of SketchyGAN is not comparable to 

that of human creativity. 

Understanding of domain 

SketchyGAN was trained on a knowledge base, that con-

tains only limited categories. Therefore it only has infor-

mation about those distinct categories of objects and can 

only assimilate the aesthetic of the domain in the area of 

those limited categories. This limits the system to create 

only images of objects in those categories. Were the system 

to be used in the digital art domain for example, it could also 

be trained on works of art itself (and their corresponding 

sketches) instead of limiting it to realistic objects from the 

real world. 

Furthermore, it does not seem like the system would be 

able to transfer that knowledge into a new domain, which 

would enable it to demonstrate transformational creativity. 

While research into domain transfer for neural networks is 

making advancements, for now it seems that SketchyGAN 

lacks this adaptivity and could mostly just be used for the 

categories it was trained in, as it has no understanding of 

other objects. 

 Also, it is hard to determine if SketchyGAN really obtains 

an intelligent, intuitive understanding of the domain, or if it 

just imitates the style and images it sees without making cre-

ative decisions about the composition. Because of years of 

experience in the real world, humans have an intrinsic un-

derstanding of how different domains relate, a com-

monsense of reality. Even if a human sees a sketch of an 

unknown object, they could make educated guesses about 

its three-dimensional shape, use, size, texture and environ-

ment. On the other hand, artificial intelligence systems 

would not be able to understand the sketch in such depth and 

just fill in random colors that it learned from other objects. 

For example, the researchers conclude, that SketchyGAN 

has difficulty recognizing the human intent, the sketch artist 

had when creating the sketch. While probably useful in the 

domain of digital art, this system might not be as helpful in 

prototyping or rendering applications. And even in digital 

art, it might only prove useful to the user in the categories it 

has been trained in. 

Evaluation 

Before continuing with the evaluation, one remark about the 

analysis that will be conducted in this and the following sec-

tions: While the original code of the artificial intelligence 

system was made available online by its creators,  unfortu-

nately the dataset that was used is no longer available (Chen, 

2020). This means, in order to prepare and train the 

SketchyGAN system, one would have to recollect, process 

and augment the training data set before configuring and 

training the neural network. And even then, it is not guaran-

teed, that it would produce the same or similar results, when 

it was trained with different original images. Rather, in this 

and the following sections I will analyze the results pre-

sented in the original paper (Chen & Hays, 2018), taking es-

pecial care of which products are representative of the sys-

tem and which ones are the best products, handpicked by the 

researchers. Furthermore, the analysis and discussion in the 

following sections about potential changes to the system 

will take place in a theoretical fashion. 

Evaluation of the generated products 

General observations The products SketchyGAN produces 

seem to be in the digital art domain, as such a system would 

mostly be used by artists to quickly develop an idea for a 

more detailed image from a rough sketch. That means, the 

proposed audience for such a system would be that digital 

artists who could use the products in their further work. Out-

side of the digital art community, the results might not find 

appreciating, as they lack a certain quality and photorealism, 

as the researchers concluded: “Ideally, we want our results 

to be both realistic and faithful to the intent of the input 

sketch. For many sketches, we fail to meet one or both of 

these goals.” (Chen & Hays, 2018). The problem itself of 

synthesizing realistic images is part of the computer vision 

research category. 

Modified Turing test The products created by the 

SketchyGAN system would not pass the modified Turing 

test. Apart from the fact, that the output images have a res-

olution of only 64x64 pixels, the results lack a certain real-

ism, that is definitely detectable by humans (from the do-

main of digital art, as well as of the general population). 

When compared to realistic photographs or paintings that 



are scaled down to the same resolution, even the best results 

of SketchyGAN would be recognizable as coming from a 

machine, due to digital artifacts and distortions in textures 

and shapes. However, that does not mean, that the products 

could not provide any value or be appreciated in its own 

form. 

Appropriateness The images SketchyGAN creates are def-

initely appropriate for the digital art domain. Not only, that 

the art created by artificial intelligence in itself is a category 

that people greatly appreciate, the products can be used in 

their own right outside of this field. Not necessarily in pho-

torealistic rendering of objects, but rather in a context where 

distorted images of real objects are appreciated and desired 

(for example in an art piece of dreamscapes). 

Typicality As in many domains of art, typicality is not easy 

to define, especially in areas that do not strive for photore-

alism and have no definite rules for its products. Arguably, 

the products are appropriate pieces of digital art and can be 

used and by some appreciated as such, therefore could easily 

be regarded as typical for its field. However, introducing an 

objective measure for such a wide field of art is almost im-

possible, therefore in order to give a definite response to this 

question, surveys would need to be conducted to objectively 

determine if the product is regarded as typical for its domain 

by the subjective evaluation of people (either among the nor-

mal population or experts from the digital art community). 

Novelty First of all, in order to discuss the novelty of the 

product, a few rules need to be satisfied by its class, the do-

main of digital art: Art is unarguably defined by societal 

norms, cultural interpretation and appreciation of the people 

living in that culture. Consequently, humans can assess the 

quality of artifacts in this domain. The domain of digital art 

has existed for many decades, long before neural networks 

produced anything that could be regarded as art. Therefore 

it was not created or significantly shaped by the system, nor 

defined by its operation.5 Also, the domain is basically infi-

nitely large, countless digital artworks are created and rec-

ognized every day. 

The products created by SketchyGAN’s neural network 

arguably display a certain dissimilarity to most other works 

in the digital art domain. And there definitely exists a dis-

parity between the produced images and the human interpre-

tation of a sketch, which expects a more realistic result. 

Therefore, it can be said that SketchyGAN produce some 

amount of novelty in its results, due to the process that the 

sketch is interpreted by a trained algorithm instead of by a 

human who has a more complete understanding of the 

world, the displayed objects and the abstract concept of 

sketching. 

 
5 This could not be said for the category of digital art produced by artificial intelligence, which is shaped by what modern 

research produces. But in this analysis, we will focus on the whole domain of digital art, as the product can be used and un-

derstood in this form, as any other artifact from this domain. 

The novelty of these products can be mostly attributed to 

random processes. It is hard to recognize the neural network 

having an intent on producing certain novel features that de-

viate from the expected photorealistic result. Rather, those 

features usually origin in distortions of shape and texture, 

that can be seen as non-intentional errors in the produced 

image, as the network normally strives towards producing 

realistic output instead of novel, creative interpretations of 

the original sketch. 

 Regarding the types of novelty: I think the products sat-

isfy the definition of novelty by a set of knowledge, as the 

images appear neither too predictable and boring, nor too 

weird and crazy to be valuable. Novelty relative to complex-

ity is hard to define, as the domain of digital art is basically 

infinitely big, a lot of which is therefore completely unex-

plored. While an uncountable number of digital artworks ex-

ist, this type of dreamlike products does not seem to be very 

common. Therefore this type of digital art has a certain nov-

elty, even though it is nothing completely new and therefore 

not displaying transformational creativity. As already 

shown in the typicality section, the system sometimes pro-

duces results, that are surprising. This will be further elabo-

rated in the section “Factor of surprise.” And finally, for the 

perceived novelty, a definitive answer could only be given 

after an extensive study that analyses if experts of the digital 

art domain subjectively classify the products as novel. 

While it can be said with certainty, that they do not demon-

strate transformational creativity, maybe some artists would 

find the results novel, surprising and even useful. 

 By the definition, that creativity lies between the input 

and the output, that the level of creativity is exhibited with 

the information that is added to this process, the system does 

demonstrate novelty. Since the output is only a simple and 

mostly deformed human sketch, the system has to show a lot 

of interpretation skill, understanding of the domain aesthetic 

and recognize the intent of the sketch author. In this way, 

SketchyGAN does demonstrate a level of understanding that 

could be interpreted as creativity. 

Value The value and quality of such a product is difficult to 

determine, especially in the highly subjective art domain, 

where human appreciation mostly defines the value of a 

piece. Here as well, a survey between experts of the digital 

art domain would be the most objective measure in order to 

definitely say if the product has value. Of course, it can be 

argued that probably some artists would find the products 

valuable and would like to use them in their work, as well 

as some people who could appreciate the products on their 

own merit. In the same survey, the participants’ emotional 

response to the products could be measured, when they see 

a product for the first time. This would give a very clear in-

dication of the product’s value, as especially for art, the 



emotional response is crucial for its value. Boring artworks 

that do not have any effect on the observer usually are val-

ued less than pieces that generate enormous emotions when 

viewed. 

 Unfortunately without such data, it is hard to determine 

how valuable this product could be for its domain and for 

society in general. I could only give my subjective opinion 

here6, but the assessment of a singular person could only in-

itiate a conversation about creativity in digital art, it would 

not add much to an objective evaluation of the system. A 

consensual assessment by survey therefore would be needed 

and should be explored in further research on the creativity 

of SketchyGAN. 

Factor of surprise Due to the opaque nature in which neural 

networks operate, it is hard to predict what exact result they 

will produce from a given input. This is also the case with 

SketchyGAN. While the produced images strive for a real-

istic representation of the given sketch, the exact details are 

only known after the process. And because the network also 

incorporates error, distortions and digital artifacts into the 

product, they always contain a certain level of surprise, com-

pared to the more realistic representation that the human im-

agination would expect from one of those original sketches. 

 It is hard to say if this level of surprise would be enough 

to consider the products a result of a creative system. Espe-

cially since this kind of distortion and visual errors is some-

what typical for generative adversarial networks. But this 

further depends on the environment, the audience and the 

desired aesthetic of the system. So here too, a survey of hu-

man emotional response would help to measure the level of 

surprise that people (or domain experts) exhibit when view-

ing the products for the first time. 

Process assessment 

Randomness When generating its products, SketchyGAN’s 

neural network appears to have some randomness in its pro-

cess. And although the same input should yield the same re-

sult, an input sketch, that has been only slightly changed 

(like a minimally different shade of black in one pixel) 

might produce a completely different result. Overall, the 

products do orient themselves on the input sketch and often 

appear faithful to the intent of the sketch artist. Therefore, it 

could be said that the level of randomness in the process is 

at a healthy medium. 

This randomness especially appears in the way in which 

the network deviates from the normal realistic representa-

tion of a sketch, that a human would expect, for example in 

distortion of the object, unrealistic textures or digital arti-

facts that are created during the generation process. 

 
6 My own subjective opinion about the value of SketchyGAN’s products: I find them interesting, see how they could be use-

ful for digital artists (e.g. by incorporating them into a distorted dreamscape). But I do not intend to use the products on my 

own and do not know anyone who would probably utilize these artifacts for their creation or appreciate the artistic value of 

this type of product. 

Intention Due to the opaque nature of a neural network, ar-

tificial intelligence research cannot yet explain, how exactly 

these systems make their decisions and produce the results. 

Therefore, it is hard to say where the intent lies in such a 

system. It could be, that all of the product is the intentional 

result of how the network understands the world given their 

knowledge base. Or on the other hand, it could be proposed 

that neural networks do not have any intent and simply imi-

tate their training material in a more structured way, that 

considers the complete details and composition for imita-

tion. This question also has a philosophical aspect as it begs 

for a definition of when and how machines can exhibit intent 

in a creative process. 

 SketchyGAN is incapable of evaluating its own process. 

However, it can evaluate its own products, as already dis-

cussed in the “Autonomy” section. Its discriminator network 

has the ability to evaluate and rate products for their realism 

and other qualities of the aesthetic it deems important, it is 

trained in a generation-evaluation cycle that aims for con-

stant improvement of the system. This could be seen as an 

intent, to improve itself and generate results, that fulfill the 

domain’s aesthetic. 

Level of creativity As discussed further above, 

SketchyGAN demonstrates a certain novelty in its products, 

that only arguably might have a small amount of value. And 

it is hard to prove that the network generates its products 

with intent. Therefore the level of creativity of this system 

is in the “Generalization” stage. 

SketchyGAN therefore has autonomy to create whatever 

“it wants” (with intent) or at least autonomy to change its 

process to create any possible combination of images from 

a source, some only more probable than others (without in-

tent). 

The system can generalize over all its training data that it 

was given and does not just memorize them. This would def-

initely be impossible anyways, as a neural network inher-

ently lacks the capacity to memorize so many different com-

binations. Rather, the network learns a little bit from each 

example and generalizes over all parts of the knowledge 

base until it learned some general rules for sketch-to-image 

synthesis. It can create its products with variation in their 

creation. This is even proven by an example in the paper, 

where the same input with different noise vectors produced 

different images, that have a comparable composition, sim-

ilar foreground, but completely different background, as the 

background was not indicated in the sketch and can be gen-

erated arbitrarily, as long as it still fits as environment for 

the object. In this case the system produced images of a bee 

with different flowers or leaf-like structures in the 



background, which are definitely plausible environments for 

a bee. 

Furthermore, it could be argued that the system even 

reaches the level of “filtration” in the creative process. This 

would be the case if the process of image generation does 

have an intent behind it. And in this case, the filtration part 

of the system would be intrinsic in the network structure of 

the generative adversarial network. It is hard to prove that 

the system belongs to that category and it rather seems like 

it is part of the “generalization” level. However, this assess-

ment could be the initialization of a further conversation 

about the topic of creativity in generative adversarial net-

works, as it seems difficult to objectively determine the level 

of intent and filtering such a system shows. 

A co-creative colleague version of 

SketchyGAN  

In its current version, SketchyGAN imports an image of a 

sketch, calculates the corresponding product and output one 

singular product, which is a realistic representation of an in-

put sketch. This process does not support any co-creative 

collaboration between human and system, as the human user 

needs to create the sketch in a different program (or by hand, 

then photograph it and increase the contrast, so that the 

background is pure white). This process is far from immedi-

ate and could be streamlined to not stand in the way of the 

users creative ideas. 

Real-time sketch manipulation Instead of the user having 

to create the sketch in a separate program every time they 

want to make changes, the system itself should have a built-

in application to create and edit sketches. Every time the 

user adds or removes a line, the system will update its prod-

uct according to the new input. The user would then only 

need to open the program, create a sketch or edit an already 

existing one and could see their result immediately. This 

real-time interaction would enable the user to think less 

about the process of how they will feed their information to 

the algorithm and can easily have a real-time interaction 

with the system, making many creative changes along the 

way and seeing how the affect the resulting product. 

Transparent sketch overlay To further move SketchyGAN 

from a coach to a colleague system, the distinction between 

input and output should be blurred. Users experience more 

interactive co-creativity, when they can directly interact 

with the system on the same canvas. So instead of separating 

input and output canvas, the input area (on the image the left 

canvas) will have a transparent overlay of the current ver-

sion of the product. That means, the user can see the product 

directly under their own sketch and can interact more easily 

with it. For example, if some lines in the sketch are distorted, 

the user could utilize the system’s interpretation of the ob-

ject to correct their sketch and create a more realistic repre-

sentation of that object, which further enables the network 

to create better results. Of course, still a full-colored version, 

can be displayed on another canvas (right on the image), but 

the main focus lies on the interactive canvas that holds 

sketch and result at the same time. With this implementa-

tion, a user study about the networks delay after editing the 

sketch would be suggested, as it might confuse the user if 

the network has a slight delay on a slower computer, as this 

might hinder the user’s real-time interactive experience. 

Multiple product suggestions When humans exhibit co-

creative collaboration, they like to brainstorm for many dif-

ferent ideas and suggestions before agreeing on one. This 

fuels their creativity, as it helps them compare various di-

rectives, instead of only chasing one specific goal. This prin-

ciple can also be applied to SketchyGAN. In their paper 

(Chen & Hays, 2020), the system’s researchers showed an 

example of different products created from the same input 

image, with only slightly different noise vectors (see section 

“Level of creativity” of the process assessment). This varia-

tion could be utilized by displaying multiple suggestions of 

the given sketch to the user. The user could then select the 

sketch, that they like best or that fits their directive the most 

instead of only being able to deal with one product. These 

suggestions could be displayed on top of the main result and 

the user could select a different suggestion by clicking on it. 

Filtering by color points One problem that arises with the 

interactive design of SketchyGAN is that the user might 

have selected one product they like, for example where the 

background has a certain property (e.g. color of a flower be-

hind the bee, castle next to a river). Due to the nature of 

sketches, these properties, especially ones of the back-

ground, are usually not expressed within the sketch, as this 

input only is a very crude and abstract representation of an 

object. Therefore, if the user would add that property to their 

sketch, the system would most probably not understand it as 

such a desired background feature. Therefore, after selecting 

a different product suggestion, the user could not make any 

more changes to the sketch, as this would prompt the net-

work to produce completely new results, discarding the 

preference, the user had for one specific type of image. 

 To solve this problem, it is suggested, that the user should 

have the ability to add color points to their sketch, in order 

to express a preference for a certain color in this part of the 

image. The results of the system could then be filtered to 

only allow product with this feature (a similar color in this 

area of the image) and the user could continue editing their 

sketch without losing the desired preference for a certain 

feature. In this way, they would also have influence over the 

background of the image and other properties of the fore-

ground object without just having to accept one of the sys-

tem’s suggested products. This would give the user more 

creative freedom and the system the ability to make better 

suggestions that fit the user’s preferred aesthetic. 

  Since too many color points in one image could make it 

difficult to find an appropriate result when filtering, the sys-

tem could also be trained on recognizing these color points 

as input and expressing them in the output image. For this 



process, during the later training phase of the neural net-

work, the input sketch should include data about a random 

number of randomly chosen color points (with specified de-

viations in the color value, as the network does not need to 

match the exact color shade). This expanded training could 

then be used to train the network further. A quantitative 

evaluation of the products according to their color points is 

then trivial, as it only needs to be checked, that the color in 

that part of the image matches the specified color point (with 

some allowed deviation). If these criteria are added to the 

neural net’s fitness function, the training process can include 

color information and the network can learn how to incor-

porate these features into its output, while still striving to 

provide a realistic product. 

Co-creativity and collaboration This modified version of 

SketchyGAN would satisfy the criteria of a co-creative col-

league system: 

 The user and system contribute at the same time on the 

same canvas and shape their directive in reaction to sugges-

tions of the other agent. When the user changes their sketch 

or expresses a color preference in one part of the image, the 

system reacts accordingly and suggests modified results. 

And from these suggestions, the user might consider new 

ideas, change their directive or confirm suggestions the sys-

tem has made. This direct interaction enables more ideas and 

leads to a co-creative system. The creative product that 

emerges in the end cannot anymore be attributed to only one 

agent, as both have worked together in the process to create 

that product. 

 While the system generates the images and the user only 

modifies the sketch (with given color preferences), the tasks 

are intertwined and influence each other, a complete divi-

sion of work disappears. 

This interaction happens in real time, as the system reacts 

to the users input quickly. However, the user has time to 

think about what changes they want to make next, so one 

could say that this interaction is turn-based, since the net-

work does not change the products (or the other product sug-

gestions) while the input stays the same. So while the system 

only reacts once per input change, the user can keep 

Figure 1: Suggestion for the graphical user interface of a 

modified version of SketchyGAN, which acts as a co- 

creative colleague system. 



modifying their sketch while the system is still processing 

and suggesting new ideas.7 

Graphical user interface design The design should mainly 

focus on the human-computer interaction. Its purpose is to 

enable co-creativity, in whatever way the user prefers to use 

it and not stand in the way of the creation. In Figure 1, I 

suggest a design that would fulfil these criteria and incorpo-

rate the changes and features that have been discussed in this 

section. A focus is put on usability, while advanced options 

for configuring the network, exporting sketches and chang-

ing view or size are hidden away behind menus, so the user 

can focus on their creation and the interaction with the sys-

tem. 

 In the top bar, menus for configuration, neural network 

training, settings, file import/export and various other pref-

erences can be found. The user can either import a sketch 

that has already been created and saved or start drawing. For 

drawing, a pencil and eraser work to create the sketch itself, 

the brush can be used to express color preferences at certain 

points in the image (as discussed above). Of course, undo 

and redo are available to give the user full creative control 

of their process and minimize doubts about making changes 

and trying out ideas. On the right half of the application, the 

system suggests various different results and displays the 

main results (that best fit the aesthetical preferences) in the 

right canvas and as an overlay on top of the left canvas for 

improved interaction. When finished, this product can easily 

be saved and exported as a digital image file. 

Conclusions 

As demonstrated in this paper, it is hard to define whether a 

generative adversarial network can be counted as creative or 

not. Depending on the definition of creativity and philo-

sophical ideas about autonomy and intent of such an auton-

omous system, SketchyGAN and similar systems could be 

seen as creative in its own right. But it is almost impossible 

to determine with certainty if neural networks demonstrate 

an intuitive understanding of the domain and its aesthetic. 

However, there are still obstacles and limitations that need 

to be overcome to inarguably grant these systems the de-

scription of having creativity. 

 The products they produce can have value and definitely 

display the potential, that artificial intelligence has to create 

creative artifacts. While novelty still is hard to find in their 

results, a certain level of surprise can be observed in the re-

sults of neural networks. The performance of these systems 

and therefore the value and quality of their products will 

only improve in the next years, until it might one day be ob-

vious that computers can exhibit the same level of creativity 

as humans or even more. 

 
7 If the user is fast enough. This depends on the performance of the system and the hardware that is used to execute the sys-

tem. Also, the implementation should be done with process threads, so that the user can keep editing the sketch while the sys-

tem is processing changes and calculating new results. If the user had to wait for the computer to “finish their turn,” this 

would only hinder the creative flow of the user and not help a co-creative, immersive interaction. 

 Further studies have been suggested in this paper, in order 

to determine how humans of the general population and ex-

perts in the domain of digital art react to SketchyGAN’s 

products, if they appreciate them and if they consider them 

creative, novel, valuable, surprising and typical for its do-

main. 

 There definitely exists potential in a system like 

SketchyGAN to change it into a co-creative colleague sys-

tem that can be used in real-time together with a human to 

create creative products. This would enable a more fluent 

human-computer-interaction in which both agents could 

create the product together, with ideas being inspired by the 

other agent. A concept for these changes, including a draft 

for a graphical user interface, is outlined. These concepts 

could easily be transferred to many other generative adver-

sarial networks to give more potential for creative contribu-

tions. 
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